
J.S.	  Halekas	  [jasper-‐halekas@uiowa.edu]	  	  
Department	  of	  Physics	  and	  Astronomy,	  University	  of	  Iowa	  





RL=1737	  km	  ~15	  c/ωpi	  

Wake	  =	  10-‐30	  RL	  

Solar	  
Wind	  

hν	  

Anomalies	  
~1-‐500	  km	  

Sheath	  ~1	  km	  
Sheath	  ~1-‐10	  m	  

Exosphere	  =	  1-‐?	  RL	  
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Fig. 2. Proton number density and velocities in different planes, for different upstream IMF conditions. Arrows show the direction of the IMF. Top
three rows show number density for different upstream IMF directions. Along the directions (x, y) = (0, 1), (1, 1), and (1, 0), respectively. The
geometry is repeated in the lower three rows (4–6) for the proton velocities ux − usw, uy , and uz . The columns are from the left, cuts in the planes
z = 0 (seen from +z), y = 0 (seen from +y), x = −10000 km, and x = −30000 km (seen from +x). Figure 1 provides a three-dimensional
illustration of the cutting planes. The two vertical lines in (1–3b) show the position of the cuts perpendicular to the x-axis.

For the case of an aligned IMF, the z-velocity (Fig. 2(6))
also shows a flow in the rarefaction cone toward the wake
center. There we also see a flow of ions at the wake bound-
ary in the IMF plane, and there seem to be a small kinetic
effect of alternating upward and downward going ions in the
upper and lower part of the wake (Fig. 2(6b)). This seems
associated with the wave pattern in density inside the rar-
efaction cone (Fig. 2(1–3)), possibly caused by oscillations
at the wake boundary.

The magnetic field magnitude (three first rows) is shown
for three different IMF directions in Fig. 3, where also each
of the vector components (rows 4–9) are shown for two
different IMF directions (perpendicular and aligned to the
solar wind flow).

The most prominent feature is the enhanced magnetic
field in the wake. For a perpendicular IMF (Fig. 3(1)) this
region spreads out in the IMF plane, in the same region
where we in the density saw the wake refill. For the aligned
IMF the magnetic field increase is larger, and confined to
the narrow wake (Fig. 3(3)). There are also structured fluc-

tuations in the far wake region in the IMF plane. Then there
is a cone of lower field strength in the case of an aligned
IMF (Fig. 3(3)), corresponding to the cone of reduced den-
sity (Fig. 2(3)). For the perpendicular IMF the cone is par-
tial, and only extends perpendicular to the IMF, toward +z
and −z (Fig. 2(1)). Between the central region of enhanced
field and the cone of lower field, there are field fluctuations
parallel to the cone, as is also seen in the density (Fig. 2(1b,
2b, 3b)). Examining these density plots, the waves seem to
originate at the wake boundary and could be caused by os-
cillations at this interface between high and low ion density.

The magnetic field z-component for the case of a per-
pendicular IMF (Fig. 3(8)) exhibits a pinching of the field,
consistent with earlier predictions (figure 3, Owen, 1996)
and model observations (Kallio, 2005). The field is bent to-
ward the IMF plane in the wake (Fig. 3(8c, 8d)). However,
the x-component of the magnetic field is also perturbed
(Fig. 3(4)). Close to the IMF plane, the field is bent toward
the moon on one side of the wake, and away from the moon
on the other side of the wake (Fig. 3(4a)). Note also that
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Fig. 3. The magnetic field magnitude, and components in different planes, for different upstream IMF conditions. Arrows show the direction of the IMF.
Top three rows show magnetic field magnitude for different upstream IMF directions. Then the magnetic field x-component for an IMF perpendicular
to and opposite the solar wind flow is shown on row 4 and 5. Similarly, the y-component is shown on row 6 and 7, and the z-component on row 8
and 9. The geometry of the cuts in the different columns are the same as in Fig. 2. The colorbar is for the row immediately to the left, and for all
following rows, until the next colorbar.

these bends in the magnetic field are not confined to central
parts of the wake, but expand along with the rarefaction in
magnetic field (Fig. 3(1d)) and density (Fig. 2(1d)). Thus,
for a perpendicular IMF the magnetic field in the wake is
not only bent toward the IMF plane, but also toward the

moon, as shown in Fig. 4.
The Mach cone of decreased density and magnetic field

makes an angle to the solar wind flow direction of about
10 degrees, as seen in Fig. 2 and Fig. 3. Since the outer
edge of the cone is diffuse, it is impossible to give a
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Figure 10. Same as in Figure 4 except for the normalized field magnitude, BT (Bwake/Bsolarwind) 
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Figure 4. Distributions of the normalized ion number density (Ni,wake/Ni,solarwind). The median 
value of the ion number densities in each bin is shown, and the format and the bin sizes are 
the same as in Figure 3. The red lines in a and b denote the wake boundary where density 
begins to decrease in these statistical plots. 

Upstream	  B	  in	  X-‐Z	  plane	  

Zhang	  et	  al.,	  2014	  



To
ta
l	  P

re
ss
ur
e	  

Cross-‐Cavity	  Distance	  



Non-Linear Dynamics of a Rarified lonized Gas 233 

The point ~-= - 1 / ~ / 2  is a point of weak discon- 
tinuity dividing the regions of stationary and moving  
gases. The  first der ivat ives  of n and t~ are there 
discont inuous.  Note ,  that asymptot ical ly  for r >> 1 
the relation (31) gives much larger values of n than 
(28): n ~ e x p ( - x / 2 r )  instead of  n - - e x p ( - T 2 ) .  
This, as will be seen below, is a general result at finite 
values of T , / T ,  connected  with the accelera t ion of a 
part of the ions by the electrical field. 

In the general  case,  as it was shown before,  the 
solution of (12) is reduced to the determinat ion of 
the behaviour  of the characterist ics.  At ~" ~ - ~  the 
plasma is undisturbed and the force  F ( ~ ' ) ~  0. The 
character is t ics  have  there the shape of straight lines 
u = const ,  and the distribution funct ion g has the 
value e x p ( - / 3 u  2) on each straight line. To deter- 
mine g at the point ~', u it is necessary  to find the 
character is t ic  passing through this point. The value 
of g in the point ~', u is then equal to exp ( - /3u~)  
where  u0 is the ordinate  of the line u = u0, to which 
the character is t ic  tends to at r - - , - : ~ .  

To start with, analyse quant i ta t ively the be- 
haviour  of the character is t ics  in the u, r plane. First  
of all, it is obvious  that in our problem F > 0 (see 
Fig. 2c), as the plasma concent ra t ion  decreases  
with the increase of ~'. This signifies that for u > z 
the der ivat ive  du/d ' r  along all character is t ics  is 
larger than zero,  i.e. that the veloci ty  u increases 
monotonica l ly  with T. It is important ,  that no 
character is t ic  starting f rom the region ~"--,-oo can 
cross  the straight line u = ~'. Actually,  close to the 
point ~" = ~'0 where u = ~- the solution of (18) is of 
the form: 

(u - I-)" = F(~'0)(~ - %). (33) 

Both branches  of this curve  at F ( r o ) >  0 are di- 
rected towards  increasing r. Therefore ,  taking into 
account  that u(z)  is monotonous  along the charac-  
teristic for u >~', it can be concluded that the 
character is t ic  intersect ing the line u = r cannot  
belong to the family of character is t ics  starting f rom 
the region r ~ - ~ ,  where the condit ion u > ~- is 
fulfilled for all u (see Fig. 3a). The  above  investiga- 
tions indicate that, in the problem considered,  the 
distr ibution funct ion g is equal identically to zero 
for  all u < ~. Actually,  at t ~ -  ~ the funct ion g is 
Maxwel l ian  and there are no particles with u < ~" 
because  of the exponent ia l  decrease  of g at l u l ~  ~. 
Further ,  the character is t ics  starting f rom the region 
z - - , - o c ,  cannot  intersect  the straight line u = ~', 
hence  such part icles will not appear.  On the charac-  
teristics starting f rom r ~ + ~ ,  the funct ion g is 
equal to zero according to the condi t ion g2 = 0. This 
has a simple physical  meaning.  At the initial mo- 
ment  t = 0 all part icles are at x < 0. There fore  in 
the point  x at the momen t  t only part icles having a 
veloci ty  v > x [ t  can appear,  i.e. u > ~'. The  increase 
of the veloci ty  of the ions is an additional justifica- 
tion of  the last conclusion.  

No te  that the max imum value of the distribution 
funct ion gmax at any ~- is equal  to one. This fo l lows 

f rom the fact  that the character is t ic  on which 
g = g~,~ exists on the surface u, ~- at any arbitrary r. 
Actually,  the absence of this character is t ic  at some 
value of ~" signifies that this character is t ic  turned 
back, which is impossible because  u ( r )  is 
monotonic .  This proper ty  gives the possibili ty to 
arr ive at an important  conclusion concerning the 
asymptot ic  behaviour  of g(u , ' r )  at ~ ' ~ + ~ .  Actu-  
ally, f rom order-of-magni tude considerat ions,  

n( r )  ~ gma~Au ~ Au, (34) 

where  Au = w i d t h  of the distribution funct ion 
curve.  But for T - ~ + ~ :  n ( z ) ~ 0  and hence also 
A u ~ 0 .  In other  words,  the ions become  more 
monochromat ic  with the increase of r, and their 
temperature  falls. This justifies the use of  the 
hydrodynamic  formulae  (30) for the determinat ion 
of the asymptot ic  behaviour .  Accord ing  to (30), the 
average veloci ty  of the ions is a = ~- + 1/~/2. This 
means  that for ~" >> 1 all characteris t ics  become  
closely spaced not far f rom the separatr ix u, = 
~" + l/N/2. This closer spacing, as seen f rom (23), 
(25) (F0 = ~/2), occurs  with exponent ia l  rapidity. 

Figure 4a illustrates the shape of the characteris-  
tics in the case /3 = 1 (i.e. T, = Ti), obtained by 
numerical  integration of (18). It can be seen that all 
the character is t ics  are above  the separatrix and 
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FIG. 4. Free expansion of plasma into vacuum. (a) Shape 
of characteristics in the u, ~" plane. Values of u at ~- ~ - oo 
are shown on the left. (b) The variation of the distribution 
function of ions with u for different values of ~,. At ~- < - 1 
the function g is unperturbed-Maxwellian. An appreciable 
acceleration of ions and a narrowing of the distribution 

function at T ~> 1 can be noticed. 
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with  the  increase  of ~- b e c o m e  c loser  to it. The  
va lues  of the non -d imens iona l  c o n c e n t r a t i o n  n, 
potent ia l  @ = e~o/T,, force  F for  this case  are shown  
on Fig. 5a, b. The  dashed  curve  on Fig. 5a co r r e s - .  
ponds  to n (~-) in the "neu t r a l  a p p r o x i m a t i o n "  (27). It 
is seen  tha t  for  large values  of • the c o n c e n t r a t i o n  of 
ions is dec reas ing  s lower  and  the influence of the 
electr ical  field is s t rongly  marked  here.  The  asymp-  
tot ic  b e h a v i o u r  of n (~-) at ~- >> I is desc r ibed  by (30) 

n (T) = C exp ( -  X/2 x ~-). (35) 

The  cons t an t  C is de t e rmined  by  ma tch ing  the  
analyt ica l  solut ion (35) with  the numer ica l  one. In 
the case  of /3 = T,/T~ = 1: C =0 .70 .  For  /3 arbit-  
rary:  

= 2v/3 r v ( 3  + # ) -  c(/3) x/3 L'v'(3 +/3)  + ~//3 ] 
x exp ('k/(1 + 3//3) - 2). (36) 

This  app rox ima te  exp re s s ion  for  the  c o n s t a n t  C(/3) 
is ob ta ined  by  solving the  equa t ions  of the  th ree  
m o m e n t  app rox ima t ion  (10), (A.20), (A.19). A t /3  --* 
:e: C = e x p  ( - 1 )  (compare  (30)). The  ion d i s t r ibu t ion  
func t ion  for  d i f ferent  va lues  of ~- is shown  on Fig. 4b. 
It is seen  tha t  for  large z the d is t r ibu t ion  func t ion  
cu rves  con t r ac t  rapidly taking on a needle  like 
shape.  The  effect ive veloci ty  sca t t e r  of the ions,  or 
thei r  effect ive t empe ra tu r e  To, as can  be seen  f rom 
(34), (35) and  (A.20) dec reases  exponen t i a l ly  with  
the increase  of ~': 

Tel( 
0 = ~ = 2(u ~ = C~(/3) e x p  ( -  2~ /2  x z) ,  

C, (/3) = C=(/3)I/3, (37) 

where  the  cons t an t  C(/3) is de t e rmined  f rom (36) 
and  the expres s ion  for  Ce(/3) is ob ta ined  wi th  the  
same app rox ima t ion  as C(/3).  

The  re la t ion b e t w e e n  n and  z for  d i f ferent  va lues  
of /3  = T,/T~ is s h o w n  on Fig. 5c. It is seen  that  wi th  
the increase  of /3  the  d is t r ibu t ion  n(T)  is app roach -  
ing the  h y d r o d y n a m i c  case  (3 I), s h o w n  on the  figure 
by  the dashed  curve.*  It is seen  f rom Figs. 4 and  5 
and  fo rmulae  (35) and  (36) that ,  for  a p l a sma  
expand ing  into vacuum ,  the  ions are apprec iab ly  
acce le ra ted  by  the  e lectr ical  field. The  admixed  ions 
of d i f ferent  mass  and  cha rge  can  be  acce le ra ted  
even  more  dur ing  this  motion.(7)'t P r o b l e m s  con-  
nec ted  wi th  the  acce le ra t ion  of ions  in an expand ing  
p lasma  are cons ide red  in A p p e n d i c e s  IV and  V. 

Th e  d e c a y  o f  an  in i t ia l  d i s c o n t i n u i t y .  Cons ide r  
now the  case  w h e n  the  d i s t r ibu t ion  func t i ons  f~ and  
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FIG. 5. Free expansion of plasma into vacuum. 
(a) Concentration n (r)  for/3 = T,/T~ = 1 in a logarithmic 
scale. Dotted curve--without influence of electrical field 
on the motion of ions--"neutral  approximation" (27). An 
appreciable increase of n at large ~- under the influence of 
the electrical field is seen. (b) The non-dimensional force 
F(~-) and potential ff = e~o/T,. (c) Concentration n(~-) for 
different values of /3. The dotted curve corresponds to 

/3 ~ oo, hydrodynamic approximation (31). 

* Note that, integrating numerically (12), it is necessary 
to fulfil exactly (13). If this relation is not fulfilled, then at 
large/3 the solution deviates slightly and the shape of n ( r )  
does not have a smooth but a stepwise character. It is 
important that the particles from the region of resonance 
u - - r  can play an important and even decisive role. 

t The expansion of a plasma into vacuum (more pre- 
cisely into a low density plasma) was studied by Korn et 
al. (m The  experimental results are in good agreement with 
theory. The acceleration of ions in an expanding plasma 
was observed by Hendel and Reboul, c9) Plutto et al., "°~ 
Tulina (m and others. "2' The acceleration of multiply 
charged ions was observed by Bykovsky et aL "3"''' 
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FIG. 1. Ion density ni (in units of solar wind density n1), normalized charge density ni�ne, and potential � of the wake

simulated with Boltzmann electrons for �De = 0.02RM (with the illustrative plasma flow speed vsw = 25cs).

particles in the PIC method yields unphysically large
fluctuations in the initial potential. This is especially
true at long wave-lengths, as the amplitude of potential
fluctuations of wavelength � can be shown to scale with
(�/�D)

3/2 for Gaussian counting statistics. For the same
number of particles, the amplitude of the potential fluc-
tuations can be dramatically reduced by using a quiet

start

18, where particle positions and velocities are ini-
tialized more uniformly than in a true random start; a
quiet start is used in ESPIC.

III. BOLTZMANN ELECTRON SIMULATIONS

Hybrid simulation approaches involve the use fluid or
other non-kinetic treatments of electrons to greatly re-
duce the computational cost of simulations, which then
only need to resolve the ion time-scales as opposed to
the (typically much shorter) electron ones. One such ap-
proach is to assume that the electron density along a
magnetic field line satisfies a Boltzmann relation

ne = ne0 exp

✓
e�

Te

◆
, (1)

which (for instance) it would exactly along a static,
monotonically decreasing (repulsive) potential from some
point with a stationary Maxwellian electron distribu-
tion of density ne0. Such Boltzmann electrons are im-
plemented in ESPIC by solving the non-linear Poisson
equation arising from using Equation 1 for the electron
density, and are used in the simulations throughout this
section (even when moving electrons kinetically to exam-
ine their distribution).

The wake structure resulting from a simulation with
Boltzmann electrons and a solar wind electron Debye

λD e = 0.02RM

x = 4.3RM

x = 82.5RM

x = 161.5RM

B

vSW

accelerated ions

void

two ion beams

ion holes forming

FIG. 2. Ion distribution at three di↵erent times (and thus x)

in the simulation shown in Figure 1.

length �De = 0.02RM is shown in Figure 1. As discussed
in Section II a solar wind speed vsw = 25cs is used to fa-
cilitate comparison with prior 1D kinetic simulations5–7.
The Boltzmann-electron simulation captures the main
features of the initial plasma expansion into the void
behind the moon seen in the prior simulations: A neg-
ative potential in the density-depleted region approxi-
mately balances the electron and ion densities, with sig-
nificant charge density seen only in the transition from
unperturbed plasma to the strongly density-depleted re-
gion. Later in the wake, for x

>⇠ 140RM, the simulation
shows rapid ion (and charge) density variations (verti-
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FIG. 7. Ion density ni and normalized charge density ni�ne

of wake simulated with kinetic electrons for �De = 0.0025RM.

x = 0.06RM

x = 12.5RM

x = 28.5RM

void

narrow fe-dimple

large electron holes forming

FIG. 8. Electron distribution at three di↵erent times (and

thus x) in the simulation shown in Figure 7.

density enhancements gradually widening.

For the same simulation, the evolution of the electron
distribution is shown in Figure 8. Very early in the wake,
the only noticeable features are the initial void and the
(faint) outward propagating initial disturbance from the
sudden removal of electrons. Later in the wake a narrow
dimple is seen, showing that the dimple persists in some
form also when self-consistently considering electron in-
stabilities (cf. Figure 6). Eventually, electron holes with
large velocity extent form and gradually widen in spatial
extent, corresponding to the density enhancements seen

mi

me
= 459 λD e = 0.00125RM

Ion distribution function

Maxwellian-subtracted electron distribution

FIG. 9. Departure of electron distribution from a Maxwellian

for a simulation with

mi
/me = 459 and �De = 0.0025RM.

mi
me
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Ion distribution function

Electron distribution function

ions perturbed

small holes convecting out

large electron hole

FIG. 10. Ion and electron distributions at a somewhat later

time than in Figure 9.

in Figure 7.
Because simulations at the true mass ratio have an

extremely narrow dimple and are somewhat noisy, a sim-
ulation using mi

/me = 459 (but the same Debye length) is
now used to illustrate the relevant electron phenomena.
To better visualize the dimple and holes, a Maxwellian of
the same density (and the solar wind electron tempera-
ture) is subtracted from the electron distribution at each
point in space. The result is shown in Figure 9, for a time
before electron holes with large velocity-extent develop.
Small hole-like perturbations are seen along the dimple
in the electron distribution, and examining consecutive
time-steps reveals that they convect outwards along the
dimple in phase space (without significantly perturbing
the ions).
At a slightly later time, an almost stationary electron

hole near y = 0 starts growing in velocity extent; the
hole moves slowly (vy ⇠ �cs) towards negative y, not ap-
pearing to accelerate to follow the dimple like the other
holes. The ion and electron distributions in the central
region of the domain are shown in Figure 10, for a time
when the hole has grown to a large enough extent to sig-
nificantly perturb the ion beams. After that time the
ion beams are quickly disrupted (similarly to in prior
simulations5,7), further widening the electron hole in ve-
locity as the gap between the ion beams closes. A mech-
anism has been proposed to explain the growth of such
holes17, whereby the increasing local density as the hole
moves downstream drives an expansion of its velocity-
extent.
Returning to the simulation at the true mass ratio,
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density enhancements gradually widening.

For the same simulation, the evolution of the electron
distribution is shown in Figure 8. Very early in the wake,
the only noticeable features are the initial void and the
(faint) outward propagating initial disturbance from the
sudden removal of electrons. Later in the wake a narrow
dimple is seen, showing that the dimple persists in some
form also when self-consistently considering electron in-
stabilities (cf. Figure 6). Eventually, electron holes with
large velocity extent form and gradually widen in spatial
extent, corresponding to the density enhancements seen
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in Figure 7.
Because simulations at the true mass ratio have an

extremely narrow dimple and are somewhat noisy, a sim-
ulation using mi

/me = 459 (but the same Debye length) is
now used to illustrate the relevant electron phenomena.
To better visualize the dimple and holes, a Maxwellian of
the same density (and the solar wind electron tempera-
ture) is subtracted from the electron distribution at each
point in space. The result is shown in Figure 9, for a time
before electron holes with large velocity-extent develop.
Small hole-like perturbations are seen along the dimple
in the electron distribution, and examining consecutive
time-steps reveals that they convect outwards along the
dimple in phase space (without significantly perturbing
the ions).
At a slightly later time, an almost stationary electron

hole near y = 0 starts growing in velocity extent; the
hole moves slowly (vy ⇠ �cs) towards negative y, not ap-
pearing to accelerate to follow the dimple like the other
holes. The ion and electron distributions in the central
region of the domain are shown in Figure 10, for a time
when the hole has grown to a large enough extent to sig-
nificantly perturb the ion beams. After that time the
ion beams are quickly disrupted (similarly to in prior
simulations5,7), further widening the electron hole in ve-
locity as the gap between the ion beams closes. A mech-
anism has been proposed to explain the growth of such
holes17, whereby the increasing local density as the hole
moves downstream drives an expansion of its velocity-
extent.
Returning to the simulation at the true mass ratio,

Haakonsen	  et	  al.,	  2015	  



H
al
ek
as
	  e
t	  a

l.,
	  2
01

1	  



Tao	  et	  al.,	  2012	  Bump-‐On-‐Tail	  (Wikipedia)	  

H
alekas	  et	  al.,	  2011	  



Figure 2. Global maps of three components and total intensity of the lunar magnetic anomalies at 30 

km altitude. Lambert equal area projection is adopted. Grid lines are at 30º intervals of latitude and 

longitude.

[Tsunakawa	  et	  al.,	  2015]	  30	  km	  altitude	  
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Fig. 7. A schematic figure showing the plasma structure over a magnetic anomaly.

[Saito	  et	  al.,	  2012]	  
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Figure 4. The distribution of ions reflected by the vertical dipole. Panel A: Cut along the XY-plane (indicated on Panel

B in pink) including the reflected ion density. Examples of the two ion populations are plotted and coloured by the

v
x

velocity component along the trajectory (� and �). The X-axis is directed away from the lunar surface. Panel B:

top-down view of the reflected ion population, indicating also the viewing angle and cut plane displayed on Panel A.

The colour scale of the lunar surface (electron charge density) is identical to Figure 2.

velocity vector. The heating mechanism suggested by Saito et al. (2012) can therefore be attributed to elec-199

trostatic reflection by the charge-separation electric field. At ⇠25 km altitude Kaguya observed reflected200

ions over an area much larger than the anomaly structure, which is likely to be the Aitken Isolated Central201

Magnetic Anomaly. The region can be approximated by a dipole with M
d

= 5.5 ⇥ 1012 Am2 at 22.1 km202

below the lunar surface (Tsunakawa et al. 2015). This dipole moment is about 5⇥ greater than assumed203

in the simulations reported above, but located twice closer to the surface. With an estimated declination of204

55.5� for the dipole axis, the structure is most likely to form a fairly large mini-magnetosphere (i.e., closer205

to the horizontal dipole scenario discussed here; compare with Run H or I in Deca et al. 2015). Saito et al.206

(2012) report that up to 50% of incident ions might be re/deflected, much more than in our simulations. Our207

simulations with greater dipole moments, however, are in better quantitative agreement with the observed208

numbers. These will be reported on in a follow-up publication. Be it only a crude comparison, it shows209

nevertheless the importance of the underlying magnetic field structure to correctly interpret the observations210

and predict the near-surface lunar plasma environment.211

212

The presence of LMAs on the lunar surface may also influence the dynamics of both Type I (gyrating213

[Deca	  and	  Divin,	  2016]	  (and	  many	  others)	  





¡  Observed:	  	  
§  >50%	  locally	  [Saito	  et	  al.,	  2010;	  Lue	  et	  al.,	  2011]	  

¡  Simulated:	  
§  10%	  [Deca	  et	  al.,	  2014]	  
§  <10%?	  [Jarvinen	  et	  al.,	  2014]	  
§  <5%	  [Giacalone	  et	  al.,	  2015]	  

§  50%	  for	  10,000	  nT	  field	  [Poppe	  et	  al.,	  2012]	  
§  50-‐100%	  in	  very	  small	  (sub-‐km)	  regions	  [Zimmerman	  
et	  al.,	  2014]	  



and a similar, yet alternate magnetization to quantify the self-consistent plasma
interaction of these fields with the solar wind. In turn, we examine the charged par-
ticle surface weathering within the anomaly and compare to both the magnetic
topology and optical albedo images of Reiner Gamma for both cases. We describe
the model in Section 2 and compare results between the two different magnetiza-
tions in Section 3. We discuss the implications of our results with respect to the
possible sub-surface magnetization sources for Reiner Gamma and space weather-
ing processes in Section 4.

2. Model description

2.1. Plasma hybrid model

In order to model the solar wind interaction with the Reiner Gamma magnetic
anomaly, we have employed a three-dimensional, self-consistent plasma hybrid

model. This model has previously been used to study lunar plasma interactions
both at the global scale (Holmström et al., 2012; Fatemi et al., 2014; Poppe et al.,
2014) and on regional scales (Fatemi et al., 2015). The hybrid model tracks particle
ions at realistic proton mass and fluid electrons while solving Maxwell’s equations.
Plasma is injected from the upstream boundary with specified density, tempera-
ture, and flow speed, and is removed when striking the lunar surface. As the hybrid
model does not treat electrons as particles but rather as a fluid, we do not include
photoelectrons from the surface, nor do we include the accumulation of surface
charge from the solar wind plasma. This approximation is reasonable for modeling
the scale sizes of magnetic anomalies, as typical photoelectron Debye lengths are on
the order of meters (Poppe and Horányi, 2010), while the magnetic anomaly is on
the order of kilometers. Lunar crustal magnetic fields are included in the model
and are self-consistently solved along with the interplanetary magnetic field
(IMF). The model coordinate system is such that x̂ is anti-parallel to the solar wind
flow and ŷ and ẑ are both parallel to the surface. The model domain is
x ¼ ½#50;350$ km, y ¼ ½#480;480$ km, and z ¼ ½120;120$ km, with 10 km grid cell

Fig. 1. (a) Image NAC_ROI_REINRGAMHIA_E075N3009_20M of the Reiner Gamma swirl from the LROC instrument on-board LRO (Robinson et al., 2010). The dashed
rectangle denotes the region of interest modeled here and the red dashed lines depict the location and orientation of the modeled dipole lines. (b) The mean relative
brightness along the long axis of the rectangle from panel (a), with bright lobes and dark lanes denoted. (c–f) A depiction of the source magnetizations investigated in Cases 1
and 2, respectively. The upper panels show the undisturbed magnetic field trace at 80 km altitude, the middle panels show the undisturbed magnetic field trace at 20 km
altitude, and the lower panels show the field lines. Arrows underneath panels (c) and (f) denote the direction of magnetization for the buried lines of dipoles, as described in
the text. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Please cite this article in press as: Poppe, A.R., et al. Solar wind interaction with the Reiner Gamma crustal magnetic anomaly: Connecting source magne-
tization to surface weathering. Icarus (2015), http://dx.doi.org/10.1016/j.icarus.2015.11.005

 --- Case 1 --- 

 --- Case 2 --- 

Fig. 2. Hybrid model results for the Case 1 co nfiguration: (a) the total magnetic field magnitude, (b) the electrostatic potential, (c) the magnitude of the electric field, (d) the
solar wind proton density, (e) the solar wind proton energy spectrum at the surface, and (f) the relative solar wind proton flux to the surface. The pair of dots underneath each
panel denote the position of the dipole lines. Panels (g)–(l) are the same format for Case 2.
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and a similar, yet alternate magnetization to quantify the self-consistent plasma
interaction of these fields with the solar wind. In turn, we examine the charged par-
ticle surface weathering within the anomaly and compare to both the magnetic
topology and optical albedo images of Reiner Gamma for both cases. We describe
the model in Section 2 and compare results between the two different magnetiza-
tions in Section 3. We discuss the implications of our results with respect to the
possible sub-surface magnetization sources for Reiner Gamma and space weather-
ing processes in Section 4.

2. Model description

2.1. Plasma hybrid model

In order to model the solar wind interaction with the Reiner Gamma magnetic
anomaly, we have employed a three-dimensional, self-consistent plasma hybrid

model. This model has previously been used to study lunar plasma interactions
both at the global scale (Holmström et al., 2012; Fatemi et al., 2014; Poppe et al.,
2014) and on regional scales (Fatemi et al., 2015). The hybrid model tracks particle
ions at realistic proton mass and fluid electrons while solving Maxwell’s equations.
Plasma is injected from the upstream boundary with specified density, tempera-
ture, and flow speed, and is removed when striking the lunar surface. As the hybrid
model does not treat electrons as particles but rather as a fluid, we do not include
photoelectrons from the surface, nor do we include the accumulation of surface
charge from the solar wind plasma. This approximation is reasonable for modeling
the scale sizes of magnetic anomalies, as typical photoelectron Debye lengths are on
the order of meters (Poppe and Horányi, 2010), while the magnetic anomaly is on
the order of kilometers. Lunar crustal magnetic fields are included in the model
and are self-consistently solved along with the interplanetary magnetic field
(IMF). The model coordinate system is such that x̂ is anti-parallel to the solar wind
flow and ŷ and ẑ are both parallel to the surface. The model domain is
x ¼ ½#50;350$ km, y ¼ ½#480;480$ km, and z ¼ ½120;120$ km, with 10 km grid cell

Fig. 1. (a) Image NAC_ROI_REINRGAMHIA_E075N3009_20M of the Reiner Gamma swirl from the LROC instrument on-board LRO (Robinson et al., 2010). The dashed
rectangle denotes the region of interest modeled here and the red dashed lines depict the location and orientation of the modeled dipole lines. (b) The mean relative
brightness along the long axis of the rectangle from panel (a), with bright lobes and dark lanes denoted. (c–f) A depiction of the source magnetizations investigated in Cases 1
and 2, respectively. The upper panels show the undisturbed magnetic field trace at 80 km altitude, the middle panels show the undisturbed magnetic field trace at 20 km
altitude, and the lower panels show the field lines. Arrows underneath panels (c) and (f) denote the direction of magnetization for the buried lines of dipoles, as described in
the text. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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“there	  is	  no	  evidence	  that	  the	  	  
plasma	  is	  shocked	  on	  passage	  	  
through	  the	  features”	  	  
[Russell	  and	  Lichtenstein,	  1975]	  
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Figure 4. Hybrid simulation results showing a map of (a, b) magnitude of the magnetic field normalized to the undis-
turbed upstream IMF (|B|/|Bsw|); (c, d) proton number density, including both the solar wind and reflected protons,
normalized to the upstream solar wind number density (n∕nsw); and (e, f ) normalized reflected proton number density
(nr∕nsw). Figures 4a, 4c, and 4e show cuts in the IMF plane (xy plane) at z = 0, and Figures 4b, 4d, and 4f show cuts in
the meridian plane (xz plane) seen from the −y axis at y = 0. The regions marked with cross and labeled with num-
bers in Figure 4b are the four places where we have shown proton velocity space distributions in Figure 7. The dashed
lines in Figures 4a–4d approximately indicate the boundaries of the lunar Mach cone in the absence of reflected protons.
Horizontal and vertical solid lines in Figure 4d show where we present our results in Figures 6 and 8, respectively. The
white areas in Figures 4c–4f indicate zero number density. Black circles centered at the origin represent the Moon. All
the axes are normalized to the radius of the Moon RL = 1730 km, and the IMF direction is only shown on the IMF plane in
Figures 4a, 4c, and 4e with solid arrows.

Some of the features displayed in the magnetic fields are also visible in proton density plots (Figures 4c
and 4d). We see the presence of plasma compression coincide with magnetic field enhancement upstream
in the dayside and downstream outside the Mach cone. The maximum proton density in the lunar dayside
is nearly 160% of the ambient solar wind plasma. Figures 4c and 4d also show that the plasma void region
behind the Moon is confined to x > −2.0 RL. We can compare this to previous simulations that showed
in the absence of proton reflection from lunar dayside, and for approximately similar upstream solar wind

Figure 5. Streamlines of particles velocity for (a, b) reflected protons from crustal magnetic fields and (c, d) all particles
in the simulations domain. The colors show the normalized flux of protons to the upstream solar wind flux. Figures 5a
and 5c show cuts in the IMF plane, and Figures 5b and 5d show cuts in the meridian plane. The geometry of the cuts are
the same as in Figure 4.

FATEMI ET AL. ©2014. American Geophysical Union. All Rights Reserved. 6099
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3.3   Correcting for the Effects of Electrostatic Charging

3.3.1  Low Energy Upward-Going Electron Beams

As we showed earlier in this chapter, magnetic reflection of particles in the absence

of electric or other forces is energy-independent. Therefore, we expected to observe loss

cones in the electron distributions which were independent of kinetic energy. However,

what we actually observe is quite different.

Figure 3.6. Sample measurement of differential energy flux vs. energy and pitch angle in
the night side geotail.

A typical measurement of differential electron energy flux is shown in Figure 3.6.

As expected, a loss cone around 180o is clearly seen at energies from ~100-1000 eV. How-

ever, the cutoff pitch angle is not constant as a function of energy. Instead, the angular

extent of the loss cone increases with energy. Furthermore, at low energies, the loss cone is

no longer visible. Instead, we observe a field-aligned beam of electrons travelling upward

from the lunar surface. A fit to a Gaussian finds a center energy for this electron beam of

51 eV and a FWHM of 30 eV. The beam electrons are present at much higher fluxes than
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100 km from the lunar surface is to locate above the
magnetized crusts and on the dayside of the Moon. In the
following section we conduct statistical analyses in order to
reveal detailed properties of the waves.

3. Statistical Properties

3.1. Event Selection
[8] We have analyzed the LMAG data set during the

constancy phase of 10 months. To limit our investigation to
the period when the Moon was outside the Earth’s magne-
tosphere and to discard waves originating from the Earth’s
bow shock, we selected the period when the azimuth of the
spacecraft position in the Geocentric Solar Ecliptic (GSE)
coordinates ranged from !135" to 135", which is the same
period used in Tsugawa et al. [2011] for the narrowband
waves. The data set of the analyzed period has enough spa-
tial coverage around the Moon.
[9] In the present study, we define the broadband whistler-

mode waves near the Moon as the waves appeared in the
frequency range from 0.5 to 10 Hz with the integrated power
greater than 6.4 nT2. The lower limit of the frequency range
corresponds to the proton gyro-frequency for the magnetic
field strength of 33 nT, roughly corresponding to the maxi-
mum of magnetic field strength in the spacecraft orbits. The
upper limit of the frequency range is the same with the
previous study [Nakagawa et al., 2011]. The minimum
value of the integrated power of the waves is selected to be
enough large in detecting the broadband waves from the
noise level.

[10] Applying this criterion, we selected 13,282 events
(one event represents a 16 second time interval), which
correspond to 1.1% of the analyzed period. Using the data
set of the selected events, we have conducted the following
statistical study of the broadband whistler-mode waves.

3.2. Distributions of the Waves
[11] The occurrence rate of the waves averaged within a

10" # 10" bin in the selenographical (ME) coordinates and
Selenocentric Solar Ecliptic (SSE) coordinates are shown in
Figures 2a and 2b, respectively. The black contours super-
posed in Figure 2a indicate 20 nT of the surface intensities of
the lunar crustal magnetic field. The color contours super-
posed in Figure 2b indicate Solar Zenith Angle (SZA) of
every 20". These are the same manner with the occurrence
distributions of the narrowband waves [Tsugawa et al.,
2011].
[12] Figure 2a shows that regions of high occurrence rates

are clearly associated with the locations of magnetized
crusts. The regions where the occurrence rate is higher than
3% are mainly located within the contours of 20 nT surface
field. Meanwhile, Figure 2b shows that the occurrence rate is
high in the region of SZA lower than 70" as well as on the
south and dawn side. Most of the waves are observed on the
dayside, not in the lunar wake. These results suggest that
the waves are generated through the solar wind interaction
with the lunar crustal magnetic field. The high occurrence
distribution in the southern region can be explained by the
localization of the magnetized crusts in Southern Hemi-
sphere. Compared to these distributions of the occurrence,

Figure 2. Spatial distributions of occurrence rate of the broadband waves (a) in the selenographical (Mean Earth/polar axis,
ME) coordinates with 20 nT of surface magnetic field strength contour and (b) in the Selenocentric Solar Ecliptic (SSE)
coordinates with SZA contours shown for every 20" (in the same manner with Figure 1f and 1g, respectively). The occur-
rence rates of Figures 2a and 2b are obtained by dividing the number of events by the number of 16 s interval data points for
all orbits in each 10" # 10" bin. (c) The wave occurrence rate with respect to the B-surface angle which is obtained by divid-
ing the number of the events by the number of 16 s intervals in each bin of 6".
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than the solar wind in order to avoid being swept back downstream

and appearing left-handed in the spacecraft frame. This also means

the frequency of the waves in the solar wind frame would be higher

than that observed in the spacecraft frame.

Downstream propagating right-hand waves Downsteam propagating right-

hand waves would have no such restriction on their phase velocity; the

solar wind would simply Dopper shift them to an even higher right-

handed frequency in the spacecraft frame. This implies very low in-

trinsic frequencies.

Based on the detection of reflected ions during the same time period as

the plasma waves, we make the assumption that a resonant interaction is

the driver of the waves. In order for ions to interact resonantly with waves,

the waves must have left-hand polarization in the frame of reference of the

ions and they must be near the ion cyclotron frequency or a multiple thereof.

We only consider the primary resonance since it is the most probable. The

resonance condition that must be satisfied for this type of interaction is

! ⌥ k ·V
ion

= ⌦
i

where ⌦
i

is the ion cyclotron frequency and V
ion

is the velocity of the ions

in the solar wind frame. The -/+ is used for intrinsically right/left-handed

waves. By combining the equations for Doppler shift and the resonance

condition we can determine the component of the ions’ velocity in the propa-

11
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Fig. 11. Comparison of LAMP data converted to effective source rate (asterisks) and 
5-day decay ARTEMIS data. Also, the comparison between NMS data converted to 
effective source rate (open squares) is shown compared to ARTEMIS 5-day decay 
data. Points when in the magnetotail are shown in blue. The linear regression be- 
tween ARTEMIS and LADEE is shown (thin solid line) as well as the ±3 σ range 
(dashed lines). The regression between ARTEMIS and LAMP is not shown, but is 
similar to the LADEE values. A 1-to-1 line is also provided. 
Table 1 
Regression parameters between data sets. 

R 2 Slope Indigenous helium (%) 
LAMP to LADEE 0 .91 1.03 –

ARTEMIS to LADEE 0 .75 0.63 ± 0.06 36 ± 5 
ARTEMIS to LAMP 0 .76 0.56 ± 0.05 37 ± 4 

helium atoms with 100% efficiency, as the model assumes. There 
has to be a loss of roughly half of the alpha particles to reproduce 
the LAMP data. These lost alpha particles may be reflected as He ++ , 
He + , or as energetic helium atoms that escape on the first hop. 
Note that even with 100% efficiency and 100% thermalization, the 
model predicts that 9.2% ± 0.1% of alpha particles would escape on 
the first hop. The ∼40% suprathermal helium is in addition to those 
thermalized escaping helium atoms. 

We repeated the analysis using other decay constants for the 
ARTEMIS data. Increasing the time constant increases the R 2 
goodness-of fit, increases the slope, and decreases the y -intercept. 
For the LADEE data, R 2 peaks at 8.9 days. For the LAMP data, R 2 
peaks at 7.8 days. There, the slope is 0.81 and the intercept is 
16%. The expectations for the time dependence can be addressed 
further by time-dependent modeling. Until such modeling is per- 
formed, we present the 5-day decay rate results for compari- 
son with previous works and suggest that they represent a lower 
limit for the conversion rate to thermalized helium and an upper 
limit to the contribution of endogenic helium during the LADEE 
mission. 
5. Conclusions 

Simultaneous measurements of the lunar exospheric helium 
system from three spacecraft with different instrumentation types 
have been analyzed and shown to be in outstanding agreement. 
Simultaneous data from LAMP and LADEE at the equator near the 
terminator were used to cross-calibrate the data sets. Then simul- 
taneous polar data from LAMP were compared to equatorial LADEE 
data to determine the latitudinal distribution of exospheric helium, 

effectively isolating spatial structure from temporal variability. This 
was used to validate the model of the spatial distribution of ex- 
ospheric helium. Next, the temporal variations in the helium ex- 
osphere were determined by scaling the equivalent source rate 
needed in the model to reproduce the LAMP and LADEE observa- 
tions. This effective source was compared to measurements of the 
alpha particle flux in near-lunar space observed by ARTEMIS. Our 
data analysis is compared to previous works that used a ∼5-day 
exponential decay of the alpha particle flux as a proxy for the total 
exospheric helium content. The LAMP/LADEE/ARTEMIS data com- 
parisons corroborated previous findings that temporal variability 
in the alpha flux was the dominant source of temporal variabil- 
ity in the helium exosphere. A linear regression between the mea- 
sured helium density and the alpha particle source rate showed 
that a baseline exosphere from endogenic sources consistent with 
36% exists. Further, the regression is consistent with ∼60% conver- 
sion of alpha particles to thermalized helium atoms through inter- 
action of the solar wind with the surface of the Moon. The values 
are found to be dependent on the assumed time decay. However, 
they compare reasonably well with the fits provided by Benna et 
al. (2015) and Grava et al. (this issue) . 

Because the lunar exosphere is transient and responds to mul- 
tiple source and loss processes that can be highly variable, simul- 
taneous observations from multiple platforms are a powerful and 
enabling technique. In this case, the 5-month overlap between the 
LRO and LADEE missions provided an important baseline for deter- 
mining the latitudinal structure of the lunar helium exosphere. In 
turn, this facilitated the validation of a numerical model of the ex- 
osphere that could be used to separate spatial structure from tem- 
poral effects. The presence of the ARTEMIS mission to provide the 
upstream monitor was crucial for determining the efficiency of the 
neutralization and thermalization of alpha particles incident on the 
Moon. Thus this work strongly supports the use of comprehensive 
investigations from multiple spacecraft to enhance the scientific 
return from all of the missions involved. ARTEMIS and LRO each 
have the potential to operate in lunar orbit for many more years. 
If they remain, they will support scientific return from future or- 
biting and landed missions to the Moon. 
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Mall	  et	  al.,	  1998	  

has a hemispherical field of view. Three-dimensional dis-
tribution functions of electrons and ions are measured by a
pair of electron sensors (ESA-S1 and S2) and a pair of ion
sensors (IMA and IEA), respectively. As shown in Figure 1,
SW ions are measured by IEA on the dayside when the
Moon is exposed to the SW. IMA measures the SW only
around the day-night terminator. One of the main roles of
IMA is to measure ions coming from the Moon and to
identify the ion species by mass analysis.

3. Observation

[7] Figure 2 shows a typical measurement of ions orig-
inating from the Moon. During the period of the measure-
ment, the Moon was in the SW, located at (51, !22, 5)RE in
the Geocentric Solar Ecliptic (GSE) coordinate system
where RE indicates the radius of the Earth. Figure 2 (top)
shows energy-time spectrograms from IEA and IMA. The

signatures repeated at two-hour intervals in the spectro-
grams are due to the orbital period of two hours. Figure 2
(middle) shows the satellite position in the Selenocentric
Solar Ecliptic (SSE) coordinate system. The point at latitude
0! and longitude 0! is the subsolar point. The longitude
from !90! to 90! corresponds to the dayside. Figure 2
(bottom) shows the magnitude and directions of the mag-
netic field B in the SSE coordinate system measured by
MAP-LMAG. IEA measures SW ions with energies of
"2.0 keV on the dayside orbits moving from the north-
pole to the south-pole, while IEA has no ion detection in
the lunar wake. SW ions are also measured by IMA near the
terminator at latitude close to ±90!. As reported by Saito
et al. [2008b], IMA detects reflected/scattered SW ions with
energies of "1.0 keV when IEA directly detects SW ions.
What we concentrate on here is that ions with energies of a
few hundreds of electronvolts coming from the Moon have
been detected by IMA mainly in the first half intervals of
the dayside orbits. We propose that the origin of the low-
energy ions is the lunar surface and exosphere.
[8] IMA is a time-of-flight (TOF)-type mass spectrometer

that identifies the ion species by measuring the flight time of
ions inside the sensor [Yokota et al., 2005]. For the
measurement period between 1:00 and 12:00 UT on 2 June
2008, the IMA data were obtained in an operational mode
for mass analysis. The mass profiles obtained by IMA are
shown in Figure 3. The TOF profile corresponds to the mass
profile. Figure 3 (top) shows the energy/charge-TOF profile
of all the ions measured by IMA for the measurement
period. H+ of "2 keV/q and He++ of "4 keV/q are the two

Figure 1. Schematic view of the ion measurement
configuration of SELENE.

Figure 2. (top) Energy-time spectrograms of ions
measured by IEA and IMA of MAP-PACE between 1:00
and 12:00 UTon 2 June 2008. (middle) The satellite position
in the Selenocentric Solar Ecliptic (SSE) coordinate system
is plotted. (bottom) Magnitude and directions of the
magnetic field B in the SSE coordinate system measured
by MAP-LMAG.

Figure 3. (top) Energy-time-of-flight (TOF) profile of the
ions measured by IMA of MAP-PACE between 1:00 and
12:00 UT on 2 June 2008. (middle) TOF profile of the low-
energy and heavy ions (white rectangle of Figure 3, top).
Thin curves indicate the calibration data. (bottom) Detection
points (rectangle) of the low-energy and heavy ions (white
rectangle of Figure 3, top) in the SSE coordinate system.
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Figure 1. Time series data from an ARTEMIS P2 lunar-dayside flyby in the magnetotail lobe on
7 January 2012. Differential energy-flux spectra for ions with pitch angles of (a) 0–90ı (earthward,
corresponding to the upward motion from the Moon’s dayside) and (b) 90–180ı (tailward, corresponding
to the downward motion toward the Moon’s dayside), for omnidirectional electrons (c) with the space-
craft potential indicated by the black line and (d) with the spacecraft potential corrected, (e–g) electron
pitch angle spectra for three energy channels, (h) high-frequency electric field spectra from the spin-plane
sensors, (i) magnetic field in selenocentric solar ecliptic (SSE) coordinates, (j) spacecraft potentials from
P2 and P1, (k) cutoff pitch angles derived from the electron pitch angle distribution averaged over three
spin periods, (l) solar zenith angle, longitude, and latitude of the foot point, and (m) distance along the
field line to the foot point. The dashed lines in Figures 1e–1g indicate the elevation angle ı of the magnetic
field from the lunar surface estimated from straight-line magnetic field extrapolations. The red, blue, and
black lines in Figures 1e, 1f, and 1g show the cutoff pitch angle at each energy corresponding to the lines
in Figures 1k. The light-blue and red lines in Figure 1h show the electron plasma frequencies calculated
from the moments of the observed ion and electron distributions, respectively. The bottom color bar indi-
cates magnetic connection to the lunar surface in red and no connection in black. The four arrows below
the time axis denote the timing at which the electron distributions shown in Figure 8 were obtained.
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Figure 2. A 1 h overview of ARTEMIS P2 and P1 observations on 11 November 2011. (a) ARTEMIS P2 location in SSE
coordinates; (b) magnetic field components at P2 in SSE coordinates; (c) magnetic components in SSE coordinates at P1,
which represent the background lobe field; (d and e) ion energy spectra at P2 in the earthward (upward) and tailward
(downward) directions, respectively; and (f ) magnetic field differences between P2 and P1 measurements.

computation, we need only adjust the measured energy of each ion (spacecraft potential Φsc added) so that
the ion deceleration by positive spacecraft charging is taken into account.

3. The 11 November 2011 Event

Figure 2 provides a 1 h overview of ARTEMIS P2 and P1 observations on 11 November 2011 when the Moon
was located in the Earth’s magnetotail at GSE [−62.5, −7.5, 2.0] RE (RE : Earth radius, or 6371 km). During
this time interval, ARTEMIS P2 was near its periapsis (∼300 km above the dayside lunar surface) moving
duskward, and P1 was ∼12,000 km dawnward of P2 (see Figures 1a and 2a). The magnetic fields mea-
sured at P2 and P1, shown in Figures 2b and 2c, respectively, were both predominantly in the X (earthward)
direction. The Bx dominance, together with the low plasma beta (∼0.05 at 1050 UT, not shown), suggests
that both probes were located in the northern lobe region. The quasi-steady magnetic measurements
also indicate the absence of any obvious magnetic structures such as plasmoids or traveling compression
regions [e.g., Slavin et al., 1984, 1999; Li et al., 2013]. The Bx-dominated lobe field lines connected P2 with the
underlying lunar surface during the time interval bounded by the two vertical lines in Figure 2 (under the
straight-field-line approximation).

This event has been previously reported [Poppe et al., 2012, 2013; Zhou et al., 2013] in the context of lunar
pickup ions observed at P2 and their mass estimations (∼28 amu). Figure 2d shows the ion differential
energy fluxes at P2 in the earthward direction (away from the Moon), in which these heavy ions were found
at energies below 200 eV from 1053 to 1056 UT and more significantly from 1102 to 1117 UT. During both
intervals, P2 was magnetically connected with the underlying dayside lunar surface. Note that the tailward
(downward) ion fluxes shown in Figure 2e remained unchanged at background (lobe) levels. According to

ZHOU ET AL. ©2014. American Geophysical Union. All Rights Reserved. 3383
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ated equatorial current Jx and magnetic Bz profiles. The shaded region
depicts the spatial extent of Jx , and the gray scale indicates the cur-
rent density. (a) Planar, infinite current sheet model in which Jx and Bz
depend only on Y ; (b) centrosymmetric and (c) tilted cylindrical-type
current models with similar equatorial Jx profiles but much weaker Bz
variations than the sheet model.

To determine the magnetic Bz per-
turbations caused by the observed
field-aligned ion current, we next inte-
grate the ion current density Ji,x over
Y , represented by the black line in
Figure 3b. The resultant profile, including
its enhancement of ∼0.9 nT, apparently
agrees with the background-subtracted
magnetic Bz measurements (shown in
Figure 2f ).

It should be kept in mind, however, that
the Y integration of Jx does not equal
!Bz unless the current flows in a planar,
infinite sheet parallel to the XZ plane
(so Jx and !Bz only depend on Y , see
Figure 4a). This is very unlikely to be
the case, even if the real configuration
of the dayside current system remains
unclear, because one cannot expect the
observed near-equatorial current to also
be present at large Z locations with the
same intensity. In other words, the mag-
netic perturbation associated with the
observed ion current must be less sig-
nificant than its Y integration shown in
Figure 3b due to the expected weaker
current at higher latitudes.

If we assume that lunar ions can stream only along magnetic field lines (neglecting the effects of magne-
totail convection), the resultant ion current would appear only at locations magnetically connected with
the dayside lunar surface (a centrosymmetric, cylindrical-type configuration with the axis approximately in
the X direction), and the amplitude of the magnetic perturbation (see Figure 4b) would be approximately
one third of the magnetic perturbation calculated for a planar, infinite current sheet. In the presence of
magnetotail convection, ions of lunar origin would be picked up by the convective electric field and there-
fore be distributed in a broad wedge on one side of the Moon [see Poppe et al., 2013, Figure 3a]. Ions with
small pitch angles (that can carry field-aligned currents), however, would still be approximately confined to
a cylinder tilted in the same direction as lobe convection [see Poppe et al., 2013, Figure 3d]. A low-altitude
spacecraft flyby would observe a Jx profile similar to that in Figure 4b (only shifted slightly in the direction
of convection, see Figure 4c), and the associated magnetic perturbation would again be approximately one
third of the magnetic perturbation under the infinite current sheet assumption.

In other words, we expect that only part of the upward field-aligned current associated with the observed
magnetic perturbation was carried by the upward moving lunar ions. The other part of the current, with
intensity likely twice as large as the ion current, must be carried by electrons with higher fluxes in the
tailward direction toward the Moon. This electron current could arise from lunar blockage of earthward
electron flux at high energies [Halekas et al., 2011], although high-energy electrons were rare in the lobe.
The other possible current carriers are cold electrons (with density significantly enhanced and temper-
ature reduced to ∼20 eV), which accumulate to accompany the lunar heavy ions and satisfy the plasma
quasi-neutrality requirement [Zhou et al., 2013]. To distinguish between these two different sources, we next
integrate the measured distribution function of electrons below and above 100 eV separately, to compute
the densities of current carried by cold and hot electrons, respectively.

Computation of the current density carried by electrons at higher energies (above 100 eV) is straightfor-
ward. Before integrating the measured electron distribution function, we need only subtract the spacecraft
potential Φsc from the measured energy of each electron to take into account the acceleration from space-
craft charging. Computation of the current density carried by low-energy electrons, on the other hand, is
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¡  The	  Moon	  in	  the	  magnetotail	  is	  not	  a	  
“pickup”	  situation	  
§  The	  density	  of	  lunar	  exo-‐ions	  exceeds	  that	  of	  the	  
lobe	  plasma	  

¡  The	  Moon	  is	  more	  like	  a	  comet…	  	  	  
§  But,	  it’s	  a	  very	  very	  low-‐beta	  comet	  
§  The	  dominant	  force	  on	  lunar	  ions	  in	  the	  
magnetotail	  should	  probably	  be	  J	  X	  B	  (not	  -‐v	  X	  B!)	  



¡  What	  properties	  of	  the	  solar	  wind	  or	  lunar	  surface	  are	  
responsible	  for	  the	  highly	  variable	  nature	  of	  the	  
interaction?	  

¡  What	  is	  the	  structure	  of	  the	  lunar	  cavity	  far	  
downstream	  from	  the	  Moon?	  

¡  What	  are	  the	  sources	  of	  the	  limb	  disturbances?	  
¡  The	  physics	  of	  the	  Moon-‐magnetosheath	  and	  the	  

Moon-‐plasma	  sheet	  interactions.	  
¡  Possible	  upstream	  influences	  of	  the	  Moon	  in	  the	  solar	  

wind,	  especially	  at	  high	  frequencies	  
¡  What	  is	  the	  nature	  of	  the	  Moon-‐solar	  wind	  interaction	  

over	  the	  lunar	  polar	  regions?	  	  



¡  What	  properties	  of	  the	  solar	  wind	  or	  lunar	  surface	  are	  
responsible	  for	  the	  highly	  variable	  nature	  of	  the	  
interaction?	  

¡  What	  is	  the	  structure	  of	  the	  lunar	  cavity	  far	  
downstream	  from	  the	  Moon?	  

¡  What	  are	  the	  sources	  of	  the	  limb	  disturbances?	  
¡  The	  physics	  of	  the	  Moon-‐magnetosheath	  and	  the	  

Moon-‐plasma	  sheet	  interactions.	  
¡  Possible	  upstream	  influences	  of	  the	  Moon	  in	  the	  solar	  

wind,	  especially	  at	  high	  frequencies	  
¡  What	  is	  the	  nature	  of	  the	  Moon-‐solar	  wind	  interaction	  

over	  the	  lunar	  polar	  regions?	  	  



¡  What	  is	  the	  time-‐dependent	  3-‐d	  electric	  field	  structure	  
of	  the	  wake?	  	  

¡  How	  do	  lunar	  interactions	  compare	  with	  other	  small-‐
scale	  magnetic	  field	  gradients	  (e.g.	  RX	  diffusion	  
regions,	  shocks)	  in	  the	  heliosphere?	  	  

¡  How	  does	  the	  presence	  of	  the	  surface	  and	  sheath	  
affect	  the	  magnetic	  anomaly	  interaction?	  	  

¡  What	  is	  the	  composition	  of	  lunar	  exo-‐ions	  and	  what	  
do	  they	  tell	  us	  about	  the	  exosphere	  and/or	  surface?	  	  

¡  How	  does	  the	  Moon	  interact	  with	  the	  Earth’s	  
magnetotail?	  	  


